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Today’s	Topics

Homework	1	out

– Due	Wed.,	February	9	by	5p


Recap,	Badges	data


Using	supervised	learning

1. What	is	our	instance	space?

2. What	is	our	label	space?

3. What	is	our	hypothesis	space?



Recap	
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Learning	as	generalization

From	slides	of	Vivek	Srikumar	(U	of	Utah)

Given	unseen	photo,	
classify	it	as	dog	or	not!

Learning	has	to	go	beyond	
just	memorizing	what	has	
been	seen	so	far:	this	is	

generalization	
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Learning	as	generalization

Tom	Mitchell,	Machine	Learning	book	(1997)

– “A	computer	program	is	said	to	learn	from	

experience	E	with	respect	to	some	class	of	tasks	T	and	
performance	measure	P,	if	its	performance	at	tasks	in	T,	
as	measured	by	P,	improves	with	experience	E.”


Performance	measure	P

– To	determine	whether	learning	is	happening

– E.g.,


• Spam	emails	correctly	identified

• Winning	rate:	whether	you	won	or	lost	game

• #	of	patients	that	were	accurately	diagnosed



Supervised	learning

– Learn	with	a	teacher


Unsupervised	learning

– Learn	without	a	teacher


Semi-supervised	learning

– Learn	with	and	without	a	teacher


Active	learning

– Learner	and	teacher	interact	with	each	other


Reinforcement	learning

– Learn	by	interacting	in	environment

Different	learning	paradigms

6

Our	focus	in	this	class	will	
be	supervised	learning!



Key	issues	in	machine	learning
Modeling


– How	to	formulate	your	problem	as	a	machine	learning	problem?	

– How	to	represent	data?	Do	you	have	enough	data?	

– Is	the	data	of	sufficient	quality	(e.g.,	errors	in	data,	missing	values)

– Which	algorithms	to	use?


Representation

– What	functions	should	we	learn	(hypothesis	spaces)	?	

– How	to	map	raw	input	to	an	instance	space?

– Any	rigorous	way	to	find	these?	Any	general	approach?


Algorithms

– What	is	a	good	learning	algorithm?

– What	is	success?	How	confident	can	I	be	of	results?

– Generalization	vs.	overfitting

7



Badges	data



Badges	data

9

What	is	the	function	used	to	
label	badges	with	+	or	-?

3min:	talk	with	your	neighbors

1. What	are	good	features	for	badges	data?	Why/why	not?

2. What	is	the	labeling	function	you	guessed?	How	did	you	

arrive	at	it?
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Questions	to	think	about

What	is	the	labeling	function	you	guessed?


How	can	you	be	certain	that	you	got	the	right	function?

▪ How	did	you	arrive	at	it?


Remember,	function	maps	domain	to	range

▪ What	is	our	domain?	all	possible	names,	essentially	infinite	

▪ We	have	only	200	names!	Maybe	there	are	other	names	

that	our	function	doesn’t	correctly	make	to	badge	label?
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Questions	to	think	about

What	is	the	labeling	function	you	guessed?


How	can	you	be	certain	that	you	got	the	right	function?
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Questions	to	think	about

What	is	the	labeling	function	you	guessed?


How	can	you	be	certain	that	you	got	the	right	function?

▪ How	did	you	arrive	at	it?


Remember,	function	maps	domain	to	range

▪ What	is	our	domain?	all	possible	names,	essentially	infinite	

▪ But	we	have	only	200	names!	There	may	be	other	names	

that	our	function	doesn’t	correctly	map	to	badge	label?
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Questions	to	think	about

Learning	issues

▪ Is	this	predicting	things	about	new	names	or	just	

modeling	existing	data?	Is	there	a	difference?

▪ How	did	you	know	that	you	should	look	at	the	letters?

▪ What	background	knowledge	about	letters	did	you	

use?	How	did	you	know	that	is	relevant?

▪ What	“learning	algorithm”	did	you	use?




OVERVIEW
Using	Supervised	Learning
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Instances	and	labels
Running	example:	automatically	tag	news	articles
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Instances	and	labels
Running	example:	automatically	tag	news	articles

An	instance	of	a	news	
article	that	needs	to	

be	classified
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Instances	and	labels
Running	example:	automatically	tag	news	articles

An	instance	of	a	news	
article	that	needs	to	

be	classified

What	should	this	
article	be	tagged	as?	
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Instances	and	labels
Running	example:	automatically	tag	news	articles

News	article	
labeling	device Sports

A	label

An	instance	of	a	news	
article	that	needs	to	

be	classified

Black	box	digests	article	and	
puts	article	in	right	“box”
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Instances	and	labels
Running	example:	automatically	tag	news	articles

Instance	space:	set	of		all	
possible	news	articles

Instance	space	includes	articles	we	have	
as	well	as	articles	we	don’t	have


Instances	we	have	are	our	examples
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Instances	and	labels
Running	example:	automatically	tag	news	articles

Instance	space:	set	of		all	
possible	news	articles

Sports

Mapped	by	the	learned	function	to
Entertainment

Politics

Business

Label	space:	set	of	all	
possible	labels

Black	box	is	a	function	
mapping	instances	to	labels	

Goal	is	to	place	article	in	1	of	4	boxes
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Instances	and	labels

:	Instance	space


The	set	of	examples	
to	be	classified	

X

E.g.,	the	set	of	all	possible	
names,	documents,	sentences,	
images,	emails,	…	

:	instance	space


:	individual	example	in	 





X
x X

x ∈ X
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Instances	and	labels

:	Instance	space


The	set	of	examples	
to	be	classified	

X

E.g.,	the	set	of	all	possible	
names,	documents,	sentences,	
images,	emails,	…	

Instances	are	what	we	need	to	
categorize	or	label


Input	to	our	classifier	
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Instances	and	labels

:	Instance	space


The	set	of	examples	
to	be	classified	

X

E.g.,	the	set	of	all	possible	
names,	documents,	sentences,	
images,	emails,	…	

E.g.,	{Spam,	Not-Spam},	{+,	-},	…

:	Label	space


The	set	of	all	
possible	labels

Y
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Instances	and	labels

:	Instance	space


The	set	of	examples	
to	be	classified	

X

E.g.,	the	set	of	all	possible	
names,	documents,	sentences,	
images,	emails,	…	

E.g.,	{Spam,	Not-Spam},	{+,	-},	…

:	Label	space


The	set	of	all	
possible	labels

Y

:	instance	label


:	individual	label	in	 


							 


Y
y Y

y ∈ Y
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Instances	and	labels

Note:	we	define	instance	and	label	space	in	context	of	a	
particular	task:	e.g.,	classifying	emails,	labeling	badges,	
locating	dogs	in	photos	…
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Target	function

:	Instance	space


The	set	of	examples	
to	be	classified	

X
Target	function	


y = f (x)

:	Label	space


The	set	of	all	
possible	labels

Y

Imagine	a	perfect	classifier	that	always	gives	you	the	right	
answer:	this	the	target	function,	what	we	hope	to	find
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Target	function

:	Instance	space


The	set	of	examples	
to	be	classified	

X

The	goal	of	learning:	find	this	target	function

Target	function	

y = f (x)

:	Label	space


The	set	of	all	
possible	labels

Y
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Target	function

:	Instance	space


The	set	of	examples	
to	be	classified	

X

The	goal	of	learning:	find	this	target	function

Target	function	

y = f (x)

:	Label	space


The	set	of	all	
possible	labels

Y

Learning	is	search	over	functions

We	need	to	search	over	the	set	of	possible	functions	that	exist	to	find	
the	one	function	that	maps	instances	to	labels	in	the	way	we	want



Supervised	learning

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y

Learning	algorithm	only	sees	examples	
of	the	function	 	in	action	


We	don’t	get	to	see	the	target	function	 !

f

f

Target	function	

y = f (x)



Supervised	learning

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y

Learning	algorithm	only	sees	examples	
of	the	function	 	in	action	f

Target	function	

y = f (x)






x1, f(x1)
x2, f(x2)
x3, f(x3)

⋮
xn, f(xn)

Labeled	training	data

What	might	 	be?
xi



Supervised	learning

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y

Learning	algorithm	only	sees	examples	
of	the	function	 	in	action	f

Target	function	

y = f (x)

Labeled	training	data

What	might	 	be?

Newspaper	articles,	images,	emails	…

xi




x1, f(x1)
x2, f(x2)
x3, f(x3)

⋮
xn, f(xn)



Supervised	learning

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y

Learning	algorithm	only	sees	examples	
of	the	function	 	in	action	f

Target	function	

y = f (x)

Labeled	training	data

What	are	the	 ?
f(xi)




x1, f(x1)
x2, f(x2)
x3, f(x3)

⋮
xn, f(xn)



Supervised	learning

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y

Learning	algorithm	only	sees	examples	
of	the	function	 	in	action	f

Target	function	

y = f (x)

Labeled	training	data

What	are	the	 ?


Output	of	the	target	function	 	on	 	

f(xi)
f xi






x1, f(x1)
x2, f(x2)
x3, f(x3)

⋮
xn, f(xn)



Supervised	learning

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y

Learning	algorithm	only	sees	examples	
of	the	function	 	in	action	f

Target	function	

y = f (x)

Labeled	training	data

Learning	
algorithm

Goal	of	learning	algorithm	is	
to	come	up	with	best	guess	of	

function	 	using	labeled	
training	data

f






x1, f(x1)
x2, f(x2)
x3, f(x3)

⋮
xn, f(xn)



Supervised	learning

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y

Learning	algorithm	only	sees	examples	
of	the	function	 	in	action	f

Target	function	

y = f (x)

Labeled	training	data

Learning	
algorithm A	learned	function	g : X → Y





x1, f(x1)
x2, f(x2)
x3, f(x3)

⋮
xn, f(xn)



Supervised	learning

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y

Learning	algorithm	only	sees	examples	
of	the	function	 	in	action	f

Target	function	

y = f (x)

Labeled	training	data

Learning	
algorithm A	learned	function	g : X → Y

This	is	the	training	phase






x1, f(x1)
x2, f(x2)
x3, f(x3)

⋮
xn, f(xn)



Supervised	learning

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y

Learning	algorithm	only	sees	examples	
of	the	function	 	in	action	f

Target	function	

y = f (x)

Labeled	training	data

Learning	
algorithm A	learned	function	g : X → Y

Can	you	think	of	other	ways	of	training?	






x1, f(x1)
x2, f(x2)
x3, f(x3)

⋮
xn, f(xn)



Supervised	learning

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y

Learning	algorithm	only	sees	examples	
of	the	function	 	in	action	f

Target	function	

y = f (x)

Labeled	training	data

Learning	
algorithm A	learned	function	g : X → Y

Can	you	think	of	other	ways	of	training?


What	if	we	saw	only	one	example	at	a	time	(online	learning)?


What	if	we	didn’t	have	labels	(unsupervised	learning)?






x1, f(x1)
x2, f(x2)
x3, f(x3)

⋮
xn, f(xn)



Supervised	learning:	evaluation

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y
Target	function	


y = f (x)

Learned	function	

y = g(x)

How	do	you	know	whether	 	is	a	good	function?
g



Supervised	learning:	evaluation

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y
Target	function	


y = f (x)

Learned	function	

y = g(x)

How	do	you	know	whether	 	is	a	good	function?


Use	examples	and	labels	 	has	not	seen	to	test.

g
g



Supervised	learning:	evaluation

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y
Target	function	


y = f (x)

Learned	function	

y = g(x)

Draw	test	example	
x ∈ X

g(x)

f (x)
Are	they	different?

How	different?



Supervised	learning:	evaluation

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y
Target	function	


y = f (x)

Learned	function	

y = g(x)

Draw	test	example	
x ∈ X

g(x)

f (x)
Are	they	different?

How	different?

Apply	model	to	many	test	examples	and	compare	to	the	target’s	prediction

Aggregate	these	results	to	get	a	quality	measure



Supervised	learning:	evaluation

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y
Target	function	


y = f (x)

Learned	function	

y = g(x)

Draw	test	example	
x ∈ X

g(x)

f (x)
Are	they	different?

How	different?

Can	we	use	these	test	examples	during	the	training	phase?



Supervised	learning:	evaluation

:	Instance	space


The	set	of	examples	
to	be	classified	

X :	Label	space


The	set	of	all	
possible	labels

Y
Target	function	


y = f (x)

Learned	function	

y = g(x)

Draw	test	example	
x ∈ X

g(x)

f (x)
Are	they	different?

How	different?

If	we	train	on	test	examples,	essentially	memorizing	labels	
for	examples.	No	generalization	as	a	result.



The	general	setting	for	supervised	learning
Given:		training	examples	that	are	pairs	of	the	form	(x, f(x))



The	general	setting	for	supervised	learning
Given:		training	examples	that	are	pairs	of	the	form	(x, f(x))

The	function	 	
is	unknown

f

This	is	what	we	want	
to	discover!



The	general	setting	for	supervised	learning
Given:		training	examples	that	are	pairs	of	the	form	(x, f(x))

Typically	the	input	 	is	represented	as	feature	vectors

•E.g.,:	 	or	 	( -dimensional	vectors)

•A	deterministic	mapping	from	instances	in	your	
problem	(e.g.,	news	articles)	to	features	

x
x ∈ {0,1}d x ∈ ℜd d

The	function	 	
is	unknown

f



The	general	setting	for	supervised	learning
Given:		training	examples	that	are	pairs	of	the	form	(x, f(x))

Typically	the	input	 	is	represented	as	feature	vectors

•E.g.,:	 	or	 	( -dimensional	vectors)

•A	deterministic	mapping	from	instances	in	your	
problem	(e.g.,	news	articles)	to	features	

x
x ∈ {0,1}d x ∈ ℜd d

The	function	 	
is	unknown

f

Basically	an	array	with	 	elements!d
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The	general	setting	for	supervised	learning
Given:		training	examples	that	are	pairs	of	the	form	(x, f(x))

Typically	the	input	 	is	represented	as	feature	vectors

•E.g.,:	 	or	 	( -dimensional	vectors)

•A	deterministic	mapping	from	instances	in	your	
problem	(e.g.,	news	articles)	to	features	

x
x ∈ {0,1}d x ∈ ℜd d

The	function	 	
is	unknown

f

Instances:	real	things	to	categorize,	like	emails,	articles,	pictures


Features:	“interesting”	attributes	of	the	instances,	like	1	if	email	contains	word	
free,	0	otherwise,	pixel	patterns,	…


Features	form	a	vector	space:	 -dimensional	vectors	form	a	 -dimensional	vector	
space.	Each	number	in	vector	is	a	single	dimension	that	captures	one	feature


d d



The	general	setting	for	supervised	learning
Given:		training	examples	that	are	pairs	of	the	form	(x, f(x))

For	a	training	example	
,	the	value	of	

	is	called	its	label
(x, f (x))
f (x)

The	function	 	
is	unknown

fTypically	the	input	 	is	represented	as	feature	vectors

•E.g.,:	 	or	 	( -dimensional	vectors)

•A	deterministic	mapping	from	instances	in	your	
problem	(e.g.,	news	articles)	to	features	

x
x ∈ {0,1}d x ∈ ℜd d



The	general	setting	for	supervised	learning
Given:		training	examples	that	are	pairs	of	the	form	(x, f(x))

The	goal	of	learning:	use	the	training	examples	to	find	a	good	
approximation	for	f

The	label	determines	the	kind	of	problem	we	have


• Binary	classification:	label	space	=	 


• Multiclass	classification:	label	space	=	 


• Regression:	label	space	 	


{−1,1}
{1,2,3,…, K}

= ℜ
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The	general	setting	for	supervised	learning
Given:		training	examples	that	are	pairs	of	the	form	(x, f(x))

The	goal	of	learning:	use	the	training	examples	to	find	a	good	
approximation	for	f

The	label	determines	the	kind	of	problem	we	have


• Binary	classification:	label	space	=	 


• Multiclass	classification:	label	space	=	 


• Regression:	label	space	 	


{−1,1}
{1,2,3,…, K}

= ℜ



What	are	good	applications	for	supervised	learning?

Or,	when	should	we	use	(supervised	learning)	and	when	should	we	not?


There	is	no	human	expert

• e.g.,	identify	DNA	binding	sites


Humans	can	perform	a	task,	but	can't	describe	how	they	do	it

• e.g.,	object	recognition,	is	there	a	cat	in	the	image?


The	desired	function	is	hard	to	obtain	in	closed	form

• e.g.,	will	stock	market	go	up	or	down	tomorrow?


Talk	to	your	neighbor	and	discuss
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Or,	when	should	we	use	(supervised	learning)	and	when	should	we	not?


There	is	no	human	expert

• e.g.,	identify	DNA	binding	sites


Humans	can	perform	a	task,	but	can't	describe	how	they	do	it

• e.g.,	object	recognition,	is	there	a	cat	in	the	image?
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Examples	of	binary	classification

Spam	filtering

• Is	an	email	spam	or	not?


Recommendation	systems

• Given	user’s	movie	preferences,	will	she	like	a	new	movie


Anomaly	or	malware	detection

• Is	a	smartphone	app	malicious?

• Is	a	Twitter	user	a	bot?


Authorship	identification

• Were	the	two	documents	written	by	the	same	person?


Times	series	prediction

• Will	the	future	value	of	a	stock	increase	or	decrease	with	respect	to	its	current	value?

The	label	space	
consists	of	2	elements



Examples	of	binary	classification

Spam	filtering

• Is	an	email	spam	or	not?


Recommendation	systems

• Given	user’s	movie	preferences,	will	she	like	a	new	movie


Anomaly	or	malware	detection

• Is	a	smartphone	app	malicious?

• Is	a	Twitter	user	a	bot?


Authorship	identification

• Were	the	two	documents	written	by	the	same	person?


Times	series	prediction

• Will	the	future	value	of	a	stock	increase	or	decrease	with	respect	to	its	current	value?

The	label	space	
consists	of	2	elements

Many	tasks	can	be	reduced	to	binary	classification	



EXAMPLES
Using	Supervised	Learning



Using	supervised	learning

1. What	is	our	instance	space?

• What	are	the	inputs	to	the	problem?	What	are	the	features?


2. What	is	our	label	space?

• What	kind	of	learning	task	are	we	dealing	with?


3. What	is	our	hypothesis	space?

• What	functions	should	the	learning	algorithm	search	over?


4. What	is	our	learning	algorithm?

• How	do	we	learn	the	model	from	the	labeled	data?


5. What	is	our	loss	function	or	evaluation	metric?

• How	do	we	measure	success?	What	drives	learning?

We	should	be	able	to	specify



Using	supervised	learning

1. What	is	our	instance	space?

• What	are	the	inputs	to	the	problem?	What	are	the	features?


2. What	is	our	label	space?

• What	kind	of	learning	task	are	we	dealing	with?


3. What	is	our	hypothesis	space?

• What	functions	should	the	learning	algorithm	search	over?


4. What	is	our	learning	algorithm?

• How	do	we	learn	the	model	from	the	labeled	data?


5. What	is	our	loss	function	or	evaluation	metric?

• How	do	we	measure	success?	What	drives	learning?

Much	of	the	rest	
of	the	semester	

We	should	be	able	to	specify
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1.	The	instance	space	X

:	Instance	space


The	set	of	examples	
to	be	classified	

X

E.g.,	the	set	of	all	possible	
names,	documents,	sentences,	
images,	emails,	…	

The	goal	of	learning:	find	this	target	function

Target	function	

y = f (x)

E.g.,	{Spam,	Not-Spam},	{+,	-},	…

:	Label	space


The	set	of	all	
possible	labels

Y

Learning	is	search	over	functions
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1.	The	instance	space	X

:	Instance	space


The	set	of	examples	
to	be	classified	

X

E.g.,	the	set	of	all	possible	
names,	documents,	sentences,	
images,	emails,	…	

E.g.,	{Spam,	Not-Spam},	{+,	-},	…

:	Label	space


The	set	of	all	
possible	labels

Y

Designing	an	appropriate	feature	representation	
of	the	instance	space	is	crucial


Instances	 	are	defined	by	features/
attributes


Features	could	be	Boolean

• Example:	does	the	email	contain	the	word	
“free”


Features	could	be	real-valued

• Example:	what	is	the	height	of	the	person?

• Example:	what	was	the	stock	price	yesterday?


Features	could	be	hand-crafted	or	themselves	learned

x ∈ X

What	might	features	be?
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• Example:	what	is	the	height	of	the	person?

• Example:	what	was	the	stock	price	yesterday?


Features	could	be	hand-crafted	or	themselves	learned

x ∈ X



Instances	as	feature	vectors

An	input	to	the	problem	
(e.g.,	emails,	names,	images)

A	feature	vectorFeature	
function



Instances	as	feature	vectors

An	input	to	the	problem	
(e.g.,	emails,	names,	images)

A	feature	vectorFeature	
function

Feature	functions,	also	known	as	feature	extractors

• Often	deterministic,	but	could	also	be	learned

• Convert	the	examples	to	a	collection	of	attributes	(typically	
thought	of	as	high-dimensional	vectors)


Important	part	of	the	design	of	a	learning	based	solution	



