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Announcements
– hwk 3 due Wednesday

Domain names
– overview

Domain Name System
– name resolution
– protocol
– dig and wireshark
– attacks

Electronic Mail
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1st component:  application layer protocol
– translates between identifiers

• hostnames ⇔ IP addresses
– used by other application layer protocols

• HTTP, SMTP, …
– runs primarily over UDP (port 53)
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Core Internet function implemented as application layer 
protocol, with complexity at network edge



Root name servers

com name servers org name servers edu name servers

wesleyan.edu
name servers

umass.edu
name serversgoogle.com

DNS servers
amazon.com
name servers

pbs.org
name servers

2nd component:  distributed hierarchical database 
– organized to follow name hierarchy

• fixes namespace issues and ownership
– distributed across many name servers

• for scalability
– no name server has all mappings (resource records)

• for scalability, updatability, freshness

… …
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Root name servers

com name servers org name servers edu name servers

wesleyan.edu
name servers

umass.edu
name serversgoogle.com

DNS servers
amazon.com
name servers

pbs.org
name servers

… …
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Client wants IP for www.amazon.com
– client queries root server to find com name server
– client queries com name server to get amazon.com name server
– client queries amazon.com name server to get  IP address for 

www.amazon.com



13 logical name servers, [a-m].root-servers.net
– know all Top Level Domain (TLD) name servers and their IP addr
– each root server replicated many times (933 currently)
– contact authoritative name server if name mapping not known
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a. Verisign, Los Angeles CA
(5 other sites)

b. USC-ISI Marina del Rey, CA
l. ICANN Los Angeles, CA

(41 other sites)

e. NASA Mt View, CA
f. Internet Software C.

Palo Alto, CA (and 48 other   
sites)

i. Netnod, Stockholm (37 other sites)

k. RIPE London (17 other sites)

m. WIDE Tokyo
(5 other sites)

c. Cogent, Herndon, VA (5 other sites)
d. U Maryland College Park, MD

h. ARL Aberdeen, MD
j. Verisign, Dulles VA (69 other sites )

g. US DoD Columbus, 
OH (5 other sites)

http://www.root-servers.org/

Robust distributed infrastructure
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Root name servers

com name servers org name servers edu name servers

wesleyan.edu
name servers

umass.edu
name serversgoogle.com

DNS servers
amazon.com
name servers

pbs.org
name servers

… …
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Top-level domain (TLD) servers
– know authoritative name servers and their IP addresses for (sub)-domains 

in their zone
– responsible for com, org, net, edu, aero, jobs, museums, and all top-level 

country domains, e.g., uk, fr, ca, jp
– Verisign maintains servers for .com, .edu TLDs, among others



Root name servers

com name servers org name servers edu name servers

wesleyan.edu
name servers

umass.edu
name serversgoogle.com

DNS servers
amazon.com
name servers

pbs.org
name servers

… …
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Authoritative servers
– know IP addresses for all hosts in organization’s domain
– organization’s own name server(s)
– provides authoritative hostname to IP mappings for org’s named hosts 
– maintained by organization or service provider



Internet
Root 
name 

server 9

Local name 
server

(port 53)

Root 
name 

server 1
Application invokes 
gethostbyname()

DNS request happen before you even open 
TCP connection to host

When host makes DNS query, sent 1st to its local name server
– has local cache of recent name-to-address translation pairs 

• but may be out of date!
– acts as proxy, forwards query into hierarchy if it cannot resolve

Each ISP (residential, company, university, …) has one
– hosts get IP address of local name server from DHCP or manual config
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No single name server has complete information 

If local name server can't resolve address
– contacts root name server

13 root name servers world-wide 
– each has addresses of name servers for all TLD name servers 

• e.g., wesleyan.edu, ibm.com

What happens?
– contact root server 

• returns IP address of name server which should be contacted next 
– contact TLD name server 

• may itself return a pointer to another name server 
– iterative process of following name server pointers 
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Host at wesleyan.edu wants IP 
address for gaia.cs.umass.edu

requesting host
wesleyan.edu

gaia.cs.umass.edu

local name server
ns3.wesleyan.edu

1

2
3

4

5

6

authoritative name server
dns.cs.umass.edu

78

root name server
a-root-servers.net

TLD name server
a.gtld--servers.net

Iterated query
– requesting server 

responsible for name 
resolution

– contacted server 
replies with name of 
server to contact

– “I don’t know this 
name, but ask this 
server”

Q: why is iterated query useful?
Reduces load on other servers
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45

6

3

requesting host
wesleyan.edu

gaia.cs.umass.edu

local name server
ns3.wesleyan.edu

1

2
7

authoritative name server
dns.cs.umass.edu
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Recursive query
– puts burden of 

name resolution 
on contacted 
name server

– heavy load at 
upper levels of 
hierarchy

– “Let me ask about 
that name for you”

Q: why is this useful?
Reduces load on requesting server

Host at wesleyan.edu wants IP 
address for gaia.cs.umass.edu

root name server
a-root-servers.net

TLD name server
a.gtld--servers.net
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DNS is distributed database 
– returns RRs in response to queries
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type=NS
– name is domain (e.g., 

foo.com)
– value is hostname of 

authoritative name server 
for this domain

RR format: (name, value, type, ttl)

type=A/AAAA
– name is hostname
– value is IPv4 address 

(IPv6 for AAAA)

type=CNAME
– name is alias name for some 

“canonical” (the real) name 
– value is canonical name
– www.ibm.com is really

servereast.backup2.ibm.com or ibm.com
is really www.ibm.com

What you pass to 
index in on

What is 
returned

type=MX
– value is name of mailserver

associated with name



identification flags

# questions

questions (variable # of questions)

# additional RRs# authority RRs

# answer RRs

answers (variable # of RRs)

authority (variable # of RRs)

additional info (variable # of RRs)

2 bytes 2 bytes

name, type fields for a query

RRs in response to query

records for authoritative servers

info that may be helpful
(e.g., IP address of mail server)

identification: 16 bit # for query, 
reply to query uses same #

flags
• query or reply
• recursion desired 
• recursion available
• reply is authoritative

message header
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Format of messages exchanged 
with DNS servers



Example
– new startup “Network Utopia”

Register name networkuptopia.com at DNS registrar 
– e.g., Network Solutions, delegated by ICANN
– need to provide registrar with names and IP addresses of your 

authoritative name server (primary and secondary)
– registrar inserts two RRs into .com TLD (top-level) server

(networkutopia.com, dns1.networkutopia.com, NS)
(dns1.networkutopia.com, 212.212.212.1, A)

Create
– authoritative server Type A record for www.networkuptopia.com
– type MX record for networkutopia.com
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Once (any) name server learns mapping, it caches mapping
– cache entries timeout (disappear) after some time (TTL)
– marked as “non-authoritative” mapping with address of 

authoritative server 
– TLD servers typically cached in local name servers

• thus root name servers not often visited

Cached entries may be out-of-date (best effort)
– if host changes IP address

• may not be known Internet-wide until all TTLs expire
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New domain names can take up to 72 hours to be accessible.  

Why?
– new domain names require 

• authoritative server for domain and TLD name server to be updated
– name servers in hierarchy cache Root and TLD information

• TLD servers have 2-3 day TTLs to prevent overuse 
• if old TLD info is cached at any level, “Does not exist” returned
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One machine (IP address) can 
have multiple domain names

One domain name can point to 
multiple hosts (IP addresses)

www.neu.edu

www.ford.com

www.oxfam.org

www.wsj.com

www.osi.org

www.udel.edu

www.google.com

CDNs use these properties to deliver content at scale while offering 
geographic, ISP, end system , … differentiation.
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1. DNS query 
– sent to get ip address for hostname over UDP

2. TCP socket opened to ip address

3. HTTP msgs sent over TCP socket 

4. TCP socket shutdown
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What can happen if DNS is compromised?
– when you enter bankofamerica.com you expect to go to BoA site

How can DNS be compromised?
– Distributed Denial-of-Service (DDoS) attacks

• bombard root servers with traffic
• not successful to date, e.g., due to traffic filtering
• local DNS servers cache IPs of TLD servers, allowing root server bypass

• bombard TLD servers: potentially more dangerous
– Redirect attacks

• man-in-middle
• intercept queries, malware on host / subvert DHCP server (home routers) to 

issue bogus DNS server
• DNS poisoning

• send bogus replies to DNS server, which caches
– Exploit DNS for DDoS

• send queries with spoofed source address: target IP
• requires amplification 31
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Ray Tomlinson at Raytheon 
BBN Technologies
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Uses client-server communication 
– not interactive: transfer of msgs occurs in background (“spooling’”) 

Reliable service
– uses TCP

User sends mail

User reads mail

Outgoing 
mail spool 

area

User 
interface

Mailboxes 
for incoming 

mail

TCP connection 
for outgoing mail

TCP connection 
for incoming mail

Client
(background 

transfer)

Server
(to accept 

mail) 
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Alice’s User 
Agent

Alice’s User 
Agent

Bob’s User 
AgentAlice

Bob

User-agents aka mail reader (what you use)
– composing, editing, reading mail messages
– e.g., Outlook, Thunderbird, iPhone mail client, Gmail
– incoming/outgoing messages stored on mail server
– client-server communication with mail server
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Mail servers
– mailbox for each user: holds user’s incoming messages
– outgoing message queue: holds messages to be sent

• messages held in queue until successfully delivered
• reattempts done every 30 min or so. If undeliverable, user  notified

Alice’s mail 
server

Alice’s User 
Agent

Alice’s User 
Agent

Bob’s User 
Agent

Mailboxes

Outgoing queue

Alice

Mailboxes

Bob

Bob’s mail 
serverAlice

Bob

Outgoing queue
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SMTP (simple mail transfer protocol) [RFC 2821]
– transfers msgs:  from user agent to mail server and between mail servers
– persistent connection, TCP port 25, SSL encrypted uses port 465
– p2p comm among mail servers, client-server with user-agents

• user agent does not run server side of SMTP (would need to always be on)
• mail server runs both client and server sides

Alice’s mail 
server

SMTP

Alice’s User 
Agent

Alice’s User 
Agent

Bob’s User 
Agent

SMTP

Mailboxes

Outgoing queue

Alice

Mailboxes

Bob

Bob’s mail 
serverAlice

Bob

SMTP

Outgoing queue
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Mail access protocols for user agent to retrieve mail
– POP3: Post Office Protocol [RFC 1939]

• basic: downloads email, deletes from server, emails stored on computer
– IMAP: Internet Mail Access Protocol [RFC 1730]

• more complex, recommended over POP3
– manipulate msgs stored on server, email stored on server, use multiple computers

– HTTP: used by gmail, yahoo, etc …

Alice’s mail 
server

SMTP

Alice’s User 
Agent

Alice’s User 
Agent

Bob’s User 
Agent

SMTP

Mailboxes

Outgoing queue

Alice

Mailboxes

Bob

Bob’s mail 
serverAlice

Bob
POP3 or IMAP 

or HTTP
POP3 or IMAP 

or HTTP

SMTP

Outgoing queue
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Alice’s mail 
server

SMTP
Access
protocol

Alice’s User 
Agent

bob@wesleyan.
edu

Alice’s User 
Agent

bob@wesleyan.
edu

Bob’s User 
Agent

SMTP

Mailboxes

Alice

Mailboxes

Bob

Msg placed 
in queue

Msg placed 
in mailbox

Bob’s mail 
server

POP3 or IMAP 
or HTTP

Q: What happens before any mail protocol communication?
TCP handshake

Pull msg
from mailbox

Alice Bob

Outgoing queue Outgoing queue
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HTTP is used for communication between Client and mail server
SMTP is used for communication between mail servers

Alice’s mail 
server

SMTP

Alice’s User 
Agent

Alice’s User 
Agent: web 

browser

Bob’s User 
Agent: web 

browser

HTTP

Mailboxes

Outgoing queue

Alice

Mailboxes

Bob

Bob’s mail 
serverAlice

Bob
HTTP HTTP

HTTP

Outgoing queue
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Show raw source in gmail or wesleyan email
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