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1. Announcements
– Homework 1 posted, due Tuesday, Feb. 7 by 11:59p
– Help sessions: Sun/Mon/Tues, 7-9p in Exley 638. 

• Also virtually: Mon/Tues/Wed

2. Internet organization
– edge vs. core
– Internetwork: network of networks
– IP addresses

3. Network Applications

4. Network programming
– TCP sockets
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Internet core
– mesh of interconnected routers

Option 1: Packet-switching
– on-demand resource allocation
– best effort service  
– good bandwidth use 

Option 2: Circuit-switching
– reserved resources
– guaranteed service
– may waste bandwidth

Q:  human analogies of reserved versus on-demand allocation 
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End-end resources allocated 
– reserved for “call” between 

source & dest
– commonly used in traditional 

telephone networks

Dedicated resources
– no sharing
– circuit-like (guaranteed) 

performance
– circuit segment idle if not 

used by call (no sharing)

Each link has four 
circuits, each R bps 

Call gets 2nd circuit

Call gets 
1st circuit

No store-and-forward since circuit 
reserved in advance: already know 

where to forward data next

Q: what is end-end transmission delay for L bits? 
Q: what happens if there is a lull in conversation?

L / R seconds
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Source
R bps

Destination
123

L bits
per packet

R bps

2. Time to transmit (push out) 
L-bit packet into R bps link:

L / R seconds

1. Hosts break app-layer 
messages into packets

3. Store-and-forward: entire packet 
must arrive at router before it can 

be transmitted on next link

End-end transmission delay = 2 L / R seconds
(assuming zero propagation, queuing, processing delay… )

4. Time to transmit (push out) 
L-bit packet into R bps link:

L / R seconds
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Packet switching allows more users to use network!

Circuit switching
– Link rate / User rate
– 1 Mbps / 100 Kbps = 10
– N = 10 users

1 Mbps link

Q: how did we get value .0004?
Q: what happens if > 35 users?

…
..

N users each active 10% of time, 
100 Kbps when active

Packet switching
– N = 35 users
– prob > 10 users active 

simultaneously < .0004

Q: How many users can be supported? 
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Great for bursty data
– resource sharing
– simpler, no call setup

Excessive congestion possible
– packet delay and loss
– protocols needed for reliable data transfer, congestion control

Q: How to provide circuit-like behavior?
– bandwidth guarantees needed for audio/video apps
– still an unsolved problem (chapter 7)

vumanfredi@wesleyan.edu
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Suppose we do n independent experiments
– each experiment succeeds with probability p
– each experiment fails with probability 1-p

Independent experiment
– knowledge about one experiment occurring does not affect 

probability of other experiment occurring: e.g., coin toss

P(A and B) = P(A) x P(B)
P(A or B) = P(A) + P(B)

P(X=4 and X=5) = P(X=4) x P(X=5)
P(X=4 or X=5) = P(X=4) + P(X=5)

vumanfredi@wesleyan.edu
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Suppose we do n independent experiments
– each experiment succeeds with probability p
– each experiment fails with probability 1-p

vumanfredi@wesleyan.edu

X = Random Variable indicating # of successes that occur in n experiments

P(X = i) =          pi (1-p )n-in
i( )

n choose i different ways to get i
successful experiments: n! / (i! (n-i!))

Probability of i successes

Probability of  
n-i failures
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Hosts connect to Internet via access ISPs (e.g., Comcast)
– residential, company and university ISPs
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Q: given millions of access ISPs, how to connect together?
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Your host

Access ISPs must be interconnected 
so any two hosts can send packets to 

each other
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Option 1: connect each access ISP to every other access ISP? 
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Connecting each access 
ISP to each other directly 

doesn’t scale:                 
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Option 2: connect each access ISP to one global transit ISP? 
Customer and provider ISPs have economic agreement.

Global
ISP
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ISP C
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Internet exchange point 
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But if one global ISP is viable business, there will be 
competitors ….  which must be interconnected
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Room full of routers
– meeting point where multiple ISPs can peer together

Peer
– let Internet traffic cross/transit your computer network without fee

By Fabienne Serriere [CC BY-SA 3.0 
(http://creativecommons.org/licenses/by-sa/3.0)], 

via Wikimedia Commons

Amsterdam IXP 
• where 100s of ISPs connect
• optical fiber patch panel 

connecting different ISPs

vumanfredi@wesleyan
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… and regional networks may arise to connect access nets 
to ISPs 

regional net
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… and content provider networks may run their own 
network, to bring services, content close to end users

Content provider network
E.g., Google, Microsoft, Akamai
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Resulting network of networks is very complex:
evolution was driven by economics and national policies
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Tier-1commercial ISPs: e.g., Level 3, Sprint, AT&T, NTT
– national & international coverage, peer with other tier 1 ISPs
– can reach all of Internet via peering only, peering typically payment free

Content provider network: e.g., Google (YouTube benefits)
– private network that connects its data centers to Internet
– often bypasses tier-1, regional ISPs, may buy transit
– by not paying provider ISP, save money and better control QoS for traffic

Regional ISP: e.g., Comcast
– customer ISP of Tier 1 ISP, provider ISP to access ISP
– peers with some networks but needs to purchase some IP transit to reach 

some parts of Internet

Access ISPs: connect end systems to Internet
– any of these could be access ISP 
– company or Wesleyan may connect directly into Tier 1 or Regional ISP



22

Internet transit
– service of letting Internet traffic cross or transit a computer network
– usually used to connect a smaller ISP to larger Internet

Multi-home
– customer ISP connects to 2 or more provider ISPs
– Why? For robustness. Can also multi-home your home network

PoP: Point-of-Presence
– where customer packets enter network
– e.g., you connecting to access ISP or ISP connecting to provider ISP

vumanfredi@wesleyan
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http://www.verizonenterprise.com/about/network/

2016
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IPv4 addresses
– 4 bytes

• space of addresses: 0-255 . 0-255 . 0-255 . 0-255
• hostnames are human-readable, IP addresses are machine-readable

– Loopback address:  send traffic to yourself
• traffic sent here is “looped back” through network stack on machine on 

which sending process is running
• 127 . * .* .*
• typically 127.0.0.1, also called localhost

– Private subnet addresses
• 10 .* .* .*
• 172.16-31 .* .*
• 192.168 .* .*  

IPv6 addresses
– 16 bytes:  we’re running out of 4 byte addresses … 

Subnet: shared prefix 
portion of addr

vumanfredi@wesleyan
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Amazon
– 50.19.*.* → 256 x 256 = 65536 

addresses  
– 54.239.98.* → 256 addresses
– …

Google
– 64.233.160.0 to 64.233.191.255
– 66.102.0.0 to 66.102.15.255
– …

Facebook
– 57.240.0.0/17
– 157.240.10.0/24
– 157.240.1.0/24 
– …

Wesleyan
– 129.133.21.*
– …

vumanfredi@wesleyan
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Your ISP or institution has block of IP addresses
– you are assigned one of those IP addresses
– (possible you will get NAT’d address …)

Static IP address
– manual configuration: set in network settings

Dynamic IP address
– using Dynamic Host Configuration Protocol (DHCP) in network-layer
– client (you) broadcasts request for IP address
– DHCP server on network assigns you address from address pool

• typically get IP address for fixed period of time
• router can be configured to act as DHCP server 

vumanfredi@wesleyan
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Many hosts have multiple IP addresses

How?
– IP address associated with network interface not host
– network interface card (NIC): connects computer to network

A host may have 1 or more network interfaces
– my laptop has (at least) 2 NICs: 1 wireless and 1 wired (via USB)
– router needs at least two interfaces

• otherwise can’t connect multiple networks together
– Cisco core router: can have up to 10,000 interfaces!

• one interface per link: router has many IP addresses

VirtualBox Virtual Machine (VM)
– you can set the number and type of network interfaces for VM

vumanfredi@wesleyan
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ifconfig
– what network interfaces does my machine have?
– what are my IP and MAC # addresses? 
– configure/enable/disable an interface

Ethernet 0
IPv4 address
IPv6 address

Loopback 
address

Linux

vumanfredi@wesleyan
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Host

What’s host name for IP address?

vumanfredi@wesleyan
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dig

DNS resolver used
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Ping
– sends ICMP echo request to host
– host sends ICMP echo reply back
– If no reply within timeout period, packet deemed lost

vumanfredi@wesleyan
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What happens if you run multiple network applications?
– many processes running on computer

• process is program in execution

How do messages received by computer get to right process?
– messages are addressed to (IP address, port number) pair
– different processes on computer will connect to network using same 

IP address but different port numbers

vumanfredi@wesleyan
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Routing algorithm

Local forwarding table
Dest IP Output link
129.133.*.*
43.*.*.*
43.56.*.*
189.37.35.*

3
2
2
1

1
23

\

129
.13
3.7
.68

Dest IP addr in header of arriving 
packet (sequence of bits)

1. Routing
• view Internet as giant graph
• run shortest path algorithms

2. Forwarding
• use paths to choose best output link 

for packet destination IP address
• if one link fails, chooses another 

How does Internet router determine outgoing link for packet?
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Each router uses its forwarding table to choose outbound link 
based on packet’s destination
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Your host
e.g., 129.133.176.1

www.google.com
aka 172.217.12.206
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Write programs that
– run on (different) end systems
– communicate over network
– e.g., web server software 

communicates with browser 
software

Q: Do we need to write software 
for network-core devices?

– No, network-core devices do not 
run user applications 

– applications on end systems  
allows for rapid app 
development, propagation

application
transport
network
data link
physical

application
transport
network
data link
physical

application
transport
network
data link
physical

vumanfredi@wesleyan.edu
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Server
– always-on, dedicated host

• e.g., web server
– permanent IP address
– data centers for scaling

Clients
– communicate with server
– may be intermittently connected
– may have dynamic IP addresses
– do not communicate directly with 

other clients

Client host requests and receives service 
from always on server host

Resp

Client and server devices 
are not equivalent

vumanfredi@wesleyan.edu

Req
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End systems directly communicate
– self scalability – new peers bring 

new service capacity, as well as 
new service demands

– minimal/no use of always-on server
– E.g., Skype, BitTorrent

Complex management
– peers are intermittently connected 

and change IP addresses
– Q: why is this complex?

Peers request service from other peers, provide 
service in return to other peers

Req Resp

All devices are equivalent: a 
client can also be a server 

vumanfredi@wesleyan.edu
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Process
– program in execution, running 

within a host

Processes within same host
– communicate by using inter-

process communication 
(defined by OS)

Processes on different hosts
– communicate by exchanging 

messages

Clients, servers
– client process

• process that initiates 
communication

– server process
• process that waits to be 

contacted

Aside
– applications with P2P 

architectures also have 
client & server processes

vumanfredi@wesleyan.edu

Our goal is to learn how to build client/server 
applications that use sockets to communicate


