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COMP 332, Spring 2024

Victoria Manfredi

Acknowledgements: materials adapted from Computer Networking: A Top Down
Approach 7th edition: ©1996-2016, J.F Kurose and K.W. Ross, All Rights Reserved 
as well as from slides by Abraham Matta at Boston University, and some material 

from Computer Networks by Tannenbaum and Wetherall.



1. Announcements
– Homework 7 due Wed. at 11:59p
– Homework 8 posted (no coding)

2. Link layer
– overview
– MAC addresses
– Address Resolution Protocol (ARP)
– Switches

3. A day in the life of a web request

2vumanfredi@wesleyan.edu



Link Layer

vumanfredi@wesleyan.edu 3



Layer 5

Layer 4

Layer 3

Layer 2

Layer 1

Host 1

Layer 4/5 interface

Layer 3/4 interface

Layer 2/3 interface

Layer 1/2 interface

Layer 5 protocol
Layer 5

Layer 4

Layer 3

Layer 2

Layer 1

Host 2

Layer 4 protocol

Layer 3 protocol

Layer 2 protocol

Layer 1 protocol

Physical medium

Physical

Bits on wire

Application protocol

Transport protocol

Network protocol

Link protocol

Physical protocol

Host 1

Transport

Network

Link

Physical

Transport

Network

Link

Service provided

• Support network 
applications

• Deliver msgs to app
endpoints, flow 
control, reliability

• Route segments from 
source to destination
host (indirect)

• Move pkt over link 
from one host to next 
host (direct)

• Move individual bits in 
frame from one host 
to next 

Host 2

Application Application
Protocols

• HTTP, DNS,
DHCP, TLS, …

• TCP, UDP,
QUIC, …

• IP, routing
protocols (BGP, 
OSPF, RIP, …)

• Ethernet, 
802.11, …

• Ethernet phy,
802.11 phy, …

Messages  

Segment/Datagram

Packet    

Frame

Bit       
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Goal
– divide packet up into frames, transfer frame across link 

Different link media have different characteristics
– will use different protocols with different services to transfer frame
– e.g., in local area network (LAN),  frames broadcast to every device
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Ethernet 
switch

Institutional mail,
web servers

Institutional router

Institutional link to 
ISP (Internet)



Framing
– encapsulate packet into frame
– add header, trailer to detect start/end of frame

Link access
– if shared media like wireless link, how to share? 

• time/freq division, random access,  …
– MAC addresses in frame headers identify src, dst

• different from IP address, only used within network

Reliable delivery between 2 end hosts of link
– low-bit error links rarely use: fiber, some twisted pair
– high bit error: wireless link

Q: why both link-level and end-end reliability?
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Flow control
– pacing between adjacent sending and receiving nodes

Error detection
– errors caused by signal attenuation, noise, interference, …
– receiver detects presence of errors, e.g., via checksum

• signals sender for retransmission or drops frame 

Error correction
– receiver identifies and corrects bit error(s) 
– don’t necessarily need to retransmit: instead use coding 

Half-duplex vs. full-duplex
– half duplex, e.g., wireless link

• nodes at both ends of link can transmit, but not at same time
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In network interface card 
(NIC) or on chip

– Ethernet card
– 802.11 card
– Ethernet chipset

Implements 
– link layer
– physical layer: e.g., 

transmit radio wave

Attaches into system buses 
on host’s system

controller

physical
transmission

cpu memory

host 
bus 

(e.g., PCI)

network adapter
card

application
transport
network

link

link
physical

Some link layer 
processes run in 

software

Some link layer 
processes run in 

hardware
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Sender
§ encapsulates pkt in frame
§ adds error checking bits, 

rdt, flow control, …

controller controller

packet packet

packet

Frame

Receiver
§ looks for errors, rdt, flow control, …
§ extracts pkt, passes to upper        

layer at receiving side
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32-bit IP address
– software address: network-layer address for interface
– used for layer 3 (network layer) forwarding

48-bit MAC address
– link-layer address for interface

• aka hardware, Ethernet, LAN, or physical address
• e.g., 1A-2F-BB-76-09-AD
• burned in NIC read only memory, also sometimes software settable

– used for layer 2 (link layer) forwarding
• get frame from one interface to another physically-connected interface
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IP address: like postal address
– hierarchical address: not portable
– changes with location

• address depends on IP subnet to which node is attached

MAC address: like SSN #
– flat address: portable
– does not change with location

• can move LAN card from one LAN to another

LANs designed for arbitrary network layer protocol, not just IP
– don’t want to pass frame up to network layer for every frame

• faster, even if on same LAN to not go up to network layer
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Take a minute and find your MAC address



Each adapter on LAN has unique LAN address

adapter

1A-2F-BB-76-09-AD

58-23-D7-FA-20-B0

0C-C4-11-6F-E3-98

71-65-F7-2B-08-53

LAN
(wired or
wireless)
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ARP: Address Resolution Protocol
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ARP
– link layer protocol that translates between MAC and IP addr
– ARP table in every IP device on LAN 

• <IP addr; MAC addr; TTL>
• TTL: time after which addr mapping forgotten (typically 20 min)

1A-2F-BB-76-09-AD

58-23-D7-FA-20-B0

0C-C4-11-6F-E3-98

71-65-F7-2B-08-53
LAN137.196.7.23

137.196.7.78

137.196.7.14

137.196.7.88
Q: what layer is ARP in?
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Try running wireshark
yourself and filter for arp



A wants to send pkt to B but B’s MAC addr not in A’s ARP table

1. A broadcasts ARP query containing B's IP addr
– destination MAC addr

• FF-FF-FF-FF-FF-FF
– all nodes on LAN receive query 

2. B receives ARP query 
– replies to A with its MAC addr
– frame sent to A’s MAC addr

3. A caches IP,MAC addr pair 
– until TTL expires
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IP
Eth
Phy

B
DD-DD-DD-DD-DD-DD

222.222.222.220

111.111.111.110
CC-CC-CC-CC-CC-CCBB-BB-BB-BB-BB-BB

111.111.111.112

111.111.111.111
AA-AA-AA-AA-AA-AA

A

MAC src: AA-AA-AA-AA-AA-AA
MAC dest: FF-FF-FF-FF-FF-FF

IP src: 111.111.111.111
IP dest: 111.111.111.112



Send pkt from A to B via gateway router C
– assume A knows B’s IP addr, C’s IP addr, C’s MAC addr

C

DD-DD-DD-DD-DD-DD
222.222.222.220

111.111.111.110
CC-CC-CC-CC-CC-CCFF-EE-DD-CC-BB-AA

111.111.111.112

111.111.111.111
AA-AA-AA-AA-AA-AA

A
222.222.222.222

BB-BB-BB-BB-BB-BB

222.222.222.221
AA-BB-CC-DD-DD-FF

B

IP
Eth
Phy

MAC src: AA-AA-AA-AA-AA-AA
MAC dest: CC-CC-CC-CC-CC-CC

IP src: 111.111.111.111
IP dest: 222.222.222.222
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Send pkt from A to B via gateway router C
– assume A knows B’s IP addr, C’s IP addr, C’s MAC addr

C

DD-DD-DD-DD-DD-DD
222.222.222.220

111.111.111.110
CC-CC-CC-CC-CC-CCFF-EE-DD-CC-BB-AA

111.111.111.112

111.111.111.111
AA-AA-AA-AA-AA-AA

A
222.222.222.222

BB-BB-BB-BB-BB-BB

222.222.222.221
AA-BB-CC-DD-DD-FF

B
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IP
Eth
Phy

MAC src: DD-DD-DD-DD-DD-DD
MAC dest: BB-BB-BB-BB-BB-BB

IP src: 111.111.111.111
IP dest: 222.222.222.222



Send pkt from A to B via gateway router C
– assume A knows B’s IP addr, C’s IP addr, C’s MAC addr

C

DD-DD-DD-DD-DD-DD
222.222.222.220

111.111.111.110
CC-CC-CC-CC-CC-CCFF-EE-DD-CC-BB-AA

111.111.111.112

111.111.111.111
AA-AA-AA-AA-AA-AA

A
222.222.222.222

BB-BB-BB-BB-BB-BB

222.222.222.221
AA-BB-CC-DD-DD-FF

B
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MAC src: DD-DD-DD-DD-DD-DD
MAC dest: BB-BB-BB-BB-BB-BB

IP src: 111.111.111.111
IP dest: 222.222.222.222

IP
Eth
Phy

Q: How does A know to send 
packet to gateway router?
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Ethernet
– dominant wired link layer protocol

Switch
– link-layer device to store and forward Ethernet frames

• examine incoming frame’s MAC address
• selectively forward frame to one-or-more outgoing links

– transparent
• hosts are unaware of presence of switches

– self-learning
• switches do not need to be configured

Aside
– you’ll see Ethernet listed as link layer protocol when you use wifi

• quirk of wireshark, which we won’t get into
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Both are store-and-forward 

Routers
– data plane only examines 

network-layer headers
– control plane (BGP) may 

look at app layer

Switches
– examine link-layer headers

application
transport
network

link
physical

network
link

physical

link
physical

switch

packet

application
transport
network

link
physical

frame

frame

frame
packetpacket
frame

frame
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Both have forwarding tables

Routers
– compute tables using 

routing algorithms, IP addr

Switches
– learn forwarding table using 

flooding, MAC addr

application
transport
network

link
physical

network
link

physical

link
physical

switch

packet

application
transport
network

link
physical

frame

frame

frame
packetpacket
frame

frame
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Q: Key differences between 
switches and routers?



Summarizing Example
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How does your laptop download www.google.com?
3 min: write down the protocols
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Comcast network 
68.80.0.0/13

Google’s network
64.233.160.0/19 64.233.169.105

Web server

DNS server

Wesleyan network 
129.133.6.0/24

Web page

Browser

Router
(runs DHCP)

http://www.google.com/


Connecting laptop needs
– its own IP addr
– IP addr of first-hop router
– IP addr of DNS server

How? DHCP request
– encapsulated in UDP
– encapsulated in IP 
– encapsulated in Ethernet
– broadcast on LAN

• dst: FF-FF-FF-FF-FF-FF

Router running DHCP server receives DHCP request
– Ethernet demuxed to IP demuxed to UDP demuxed to DHCP 

DHCP
UDP

IP
Eth
Phy

DHCP

DHCP

DHCP

DHCP

DHCP

DHCP
UDP

IP
Eth
Phy

DHCP

DHCP

DHCP

DHCPDHCP
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Router
(runs DHCP)



DHCP server sends DHCP ACK
– contains

• IP addr assigned to client
• subnet block (network mask)
• IP addr of 1st-hop router 
• name & IP addr of DNS server

– encapsulate 
• in UDP, then IP, then Ethernet 

– forward to client 
• through LAN via switch
• (switch has learned where client is)
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DHCP
UDP

IP
Eth
Phy

DHCP

DHCP

DHCP

DHCP

DHCP
UDP

IP
Eth
Phy

DHCP

DHCP

DHCP

DHCP

DHCP

vumanfredi@wesleyan.edu

Router
(runs DHCP)



How? DNS query created
§ encapsulated in UDP
§ encapsulated in IP
§ encapsulated in Ethernet

But Client needs MAC 
address of router interface
§ to send Ethernet frame
§ broadcasts ARP query
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DNS
UDP

IP
Eth
Phy

DNS
DNS

DNS

ARP query

Eth
Phy

ARP

ARP

ARP reply

Client gets MAC addr of 1st-hop router
• can now send frame containing DNS query 

Router receives ARP query
§ sends ARP reply with MAC addr of router interface

Router
(runs DHCP)



DNS
UDP

IP
Eth
Phy

DNS

DNS

DNS

DNS

DNS

1. IP pkt containing DNS query 
• forwarded via LAN switch from 

client to 1st hop router

3. Routed to DNS server 
• using tables created by 

e.g., OSPF and BGP

Comcast network 
68.80.0.0/13

DNS serverDNS
UDP

IP
Eth
Phy

DNS

DNS

DNS

DNS
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2. IP pkt forwarded 
• from campus network into 

Comcast network

4. DNS server replies to client 
• with IP addr of www.google.com
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HTTP
TCP
IP
Eth
Phy

HTTP

2. TCP SYN 
segment inter-
AS routed to 
web server

64.233.169.105
Web server

SYN

SYN

SYN

SYN

TCP
IP
Eth
Phy

SYN

SYN

SYN

SYNACK

SYNACK

SYNACK

SYNACK

SYNACK

SYNACK

SYNACK

1. Client opens 
TCP socket to 
web server

3. Web server responds with TCP SYNACK and client 
replies with TCP ACK. Connection established!
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HTTP
TCP
IP
Eth
Phy

HTTP

2. IP pkt containing 
HTTP request routed 
to www.google.com

HTTP
TCP
IP
Eth
Phy

HTTP

HTTP

HTTPHTTP

HTTP

HTTP

HTTP

HTTP

HTTP

HTTP

HTTP

HTTP

HTTP

4. Webpage 
displayed!

64.233.169.105
Web server

1. HTTP request
sent into TCP 
socket

3. Web server sends IP pkt containing 
HTTP reply routed back to client


