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1. Announcements
– Homework 7 coding due Wednesday, April 26 at 11:59p
– Homework 8 due Wednesday, April 3 at 11:59p (no coding)
– Homework 9 due Wednesday, May 10 at 11:59p (no written)

2. Internet addressing (again)
– IPv6 addresses
– Dynamic Host Configuration Protocol (DHCP)
– Network Address Translation (NAT)
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Internet is divided into autonomous systems (AS)
– routing is done between (inter) and within (intra) autonomous 

systems: hierarchical routing
– one AS contains many subnets and many routers

Traffic is still routed to subnets
– but how those routes are set depend on intra-AS and inter-AS 

routing protocols.

Intra-AS routing
– performance focused
– RIP (Distance-Vector), OSPF (Link-State)

Inter-AS routing
– policy focused
– BGP (Path-Vector)
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Initial motivation
– 32-bit address space soon to be completely allocated  
– 128-bit IPv6 address

Additional motivation
– header format helps speed processing/forwarding
– header changes to facilitate QoS

IPv6 packet format
– fixed-length 40 byte header
– no fragmentation allowed
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AAAA is an IPv6 record

http://www.google.com/
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Standardized ~1998
– 2008: IPv6 < 1% of Internet traffic
– 2011: IPv6 increasingly implemented in OS, mandated by governments 

and cell providers for new network devices, …. 
– as recently as last year, Wesleyan did not support IPv6

1-8

IPv6 adoption by Google users

Q: Why 20+ years to deploy?
IP fundamental, cannot easily shut Internet 
down and swap it out, other layers and 
protocols are less fundamental to Internet
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Goal
– let host dynamically obtain IP addr from server when it joins network

Benefits
– reuse of addresses by different hosts

• only hold address while connected to network
• host can renew its lease on address in use

– support for mobile users who want to join network
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DHCP server 
223.1.2.5 Arriving client

DHCP discover
src : 0.0.0.0, 68     

dest.: 255.255.255.255,67
yiaddr:    0.0.0.0

transaction ID: 654

DHCP offer
src: 223.1.2.5, 67      

dest:  255.255.255.255, 68
yiaddrr: 223.1.2.4

transaction ID: 654
lifetime: 3600 secs

DHCP request
src:  0.0.0.0, 68     

dest::  255.255.255.255, 67
yiaddrr: 223.1.2.4

transaction ID: 655
lifetime: 3600 secs

DHCP ACK
src: 223.1.2.5, 67      

dest:  255.255.255.255, 68
yiaddrr: 223.1.2.4

transaction ID: 655
lifetime: 3600 secs

Broadcast: is there a 
DHCP server out there?

Broadcast: I’m a DHCP 
server! Here’s an IP 
address you can use 

Broadcast: OK.  I’ll take 
that IP address!

Broadcast: OK.  You’ve 
got that IP address!

11Q: What layer is DHCP in?
Q: What transport layer protocol does DHCP run over?
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10.0.0.1

10.0.0.2

10.0.0.3

10.0.0.4

138.76.29.7

local network
(e.g., home network)

10.0.0/24

rest of
Internet

Internally: each host gets unique
address from set of private subnet 

addresses, 10.0.0/24

Externally: all packets leaving local network 
have same single source NAT IP address: 

138.76.29.7, different source port #s

Motivation
– local network uses 1 IP address as far as outside world is concerned

Address translation on pkt just 
before pkt exits customer 

network to go to ISP



10.0.0.1

10.0.0.2

10.0.0.3

10.0.0.4

138.76.29.7

Host 10.0.0.1 
sends pkt

NAT translation table
WAN side addr LAN side addr
138.76.29.7, 5001   10.0.0.1, 3345
… …

S: 128.119.40.186, 80 
D: 10.0.0.1, 3345
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S: 138.76.29.7, 5001
D: 128.119.40.186, 80

2

NAT router 
changes pkt
src addr

S: 128.119.40.186, 80 
D: 138.76.29.7, 5001 3 NAT router changes 

pkt dst addr

Outgoing packets
Replace (src IP addr, port #) 
to (NAT IP addr, new port #)

Incoming packets
Replace (NAT IP addr, new port 
#) in dst fields with corresponding 
(src IP addr, port #) in NAT table

S: 10.0.0.1, 3345
D: 128.119.40.186, 80

1

Q: # of connections supported with 16-bit port #?
Q: Why was NAT was designed this way? Can ICMP 
traffic reach host behind NAT router?
Most traffic is TCP or UDP



Pros
– don’t need range of addresses from ISP 

• just one public IP address for all devices
– change private addresses of devices 

• without notifying outside world
– change ISP

• without changing addresses of devices in local network
– security

• devices inside local network not explicitly addressable or visible

Cons: NAT is controversial!
– routers should only process up to network layer
– address shortage should be solved by IPv6
– violates e2e argument

• app designers (e.g., p2p) must account for NAT usage

– creates a strange kind of connection-oriented network
– NAT traversal

• how to connect to server behind NAT? Problems for VOIP, FTP, …
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1. Make sure it works: don’t finalize standard before implementing

2. Keep it simple: Occam’s razor
3. Make clear choices: choose one way to do it

4. Exploit modularity: e.g., protocol stack

5. Expect heterogeneity: different hardware, links, applications

6. Avoid static options and parameters: better to negotiate 

7. Look  for a good not necessarily perfect design: onus is on the 
designers with the outliers to work around design

8. Be strict when sending and tolerant when receiving
9. Think about scalability: no centralized databases, load evenly spread 

over resources

10. Consider performance and cost: if bad, no one will use network
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